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  ABSTRACT 

             Today each and every domain  have  more impact in web. Without web and its 

applications nothing can be done.  In web, the volume of data that are arriving, storing and 

retrieving is huge. As log files over the web are outsized, storage becomes a limit wherein 

effective techniques such as virtual database prove to be ineffectual for the same. Based on 

the, popularity of the products, websites etc. the trend pattern of that particular product or 

web site is analyzed.Hadoop offers a large scale spread consignment processing 

infrastructure that provides adequate data storing, distributive and analogous handling, 

segregation of process and fault tolerant on occurrences of data loss. Here, the semi-

structured data is practiced using Hadoop. Map reduce algorithm and HDFS (Hadoop 

Distributed File Systems) are used for analysing of any web site. 

   INTRODUCTION 

Log analysis is a common use case 

for an inaugural Hadoop project. In fact, 

the early use of Hadoop were for the 

significant analysis of clickstream logs 

— logs that highest data about the web 

pages that inhabitants visit and in which 

sort they visit them.All the logs of data 

produced by your IT organization 

frequently are referred to as data tire 

out. A log is a derivative of a 

functioning server, much like smolder 

coming from a running engine’s exhaust 

pipe. Data fatigue has the implication of 

effluence or waste, and many initiatives 

completely approach this type of data 

with that notion in mind.Log data often 

grows quickly, and because of the high 

volumes manufactured, it can be deadly 

to analyze. And, the potential value of 

this data is often unclear. So the 

inducement in IT departments is to stock 

up this log data for as little time as 

logically possible. But Hadoop changes 

the math: The rate of storing data is 

fairly cheap, and Hadoop was originally 

developed especially for the 

significantdealing out of log data.The 

log data investigation use casing is a 

useful site to begin your Hadoop journey 

because the probabilities are worthy that 

the data you effort with is 

presencedeleted, or “dropped to the 

floor.” Some companies that consistently 

record a terabyte (TB) or supplementary 

of client web movement per week 

discard the data with no analysis.For 

International Journal For Research In Advanced Computer Science And Engineering                          ISSN: 2208-2107

Volume-2 | Issue-3 | March,2016 | Paper-9 40                   



being paidon track quickly, the data in 

this use case is likely easy to get and 

generally doesn’t include the 

similarsubject you’ll meet if you start 

your Hadoop journey with other 

(governed) data.When business analysts 

converse the swiftly mounting volumes 

of data that exist, log data accounts for 

much of this growth. And no wonder: 

Almost every aspect of life now fallout 

in the production of data. A smartphone 

can generate hundreds of log entries per 

day for an lively worker, tracing not only 

speech, manuscript, and data transfer but 

also geolocation data.Most households 

now have smart meters that record their 

current use. Newer cars have thousands 

of sensors that record aspects of their 

disorder and use. Every click and mouse 

measure you make while browsing the 

Internet causes a cascade of log entries 

to be generated.Each time you acquire 

something —yet devoid of using a credit 

card or debit card — systems record the 

activity in databases — and in record. 

You can see several of the 

additionaluniversal sources of log data: 

IT servers, web clickstreams. 

Every business  have the huge potential 

for cherishedscrutiny — particularly 

when you can nothing in on a specific 

kind of movement and then associate 

your findings with an additional data set 

to provide context. 

Consider this distinctive web-based surf 

and buying experience: 

 You surf the site, looking for 

items to buy. 

 You click to read descriptions of 

a product that catches your eye. 

 Eventually, you add an item to 

your shopping cart and proceed 

to the checkout 

After seeing the cost of shipping, 

however, you decide that the thing isn’t 

significance the worth and you shut the 

browser window. Each click you’ve 

made — and then closed making — has 

the latent to offer precious imminent to 

the company behind this e-commerce. 

In this case, assume that this business 

orgnization collects all the clickstream 

and analyze what customers really need. 

One general face among e-commerce 

trade is to be familiar with the key 

factors behind abandoned shopping 

carts. When you achieve deeper scrutiny 

on the clickstream data and inspect user 

behavior on the site, patterns are bound 

to emerge. 

COMPARING MAP-REDUCE 

TO TRADITIONAL 

PARALLELISM 

In sort to understand what map-

reduce brings to the counter, I consider it 

is most significant to compare it to what 

I call traditional computing problems. I 

define”long-established” 

computetribulations as those which 

utilize libraries like MPI, OpenMP, 

CUDA, or pthreads to produce results by 

utilizeseveral CPUs to execute some 

kind of numerical calculation 

concurrently. Problems that are well 

suited to being solved with these 

conventional process normally share two 

familiar features:They are cpu-bound: 

the part of the problem that takes the 

most instance is liability computation 

relating floating point or integer 

arithmetic Input data is gigabyte-scale: 

the information that is essential to 

portray the conditions of the calculation 

are typically less than a hundred 

gigabytes, and awfullya lot only a few 

hundred megabytes at mainly Item  may 

seem trivial; after all, computers are 
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meant to compute, so wouldn’t eachof 

the troubles that want to be parallelized 

be fundamentally limited by how 

quickly the computer can do statistical 

computation? usually, the reply to this 

query has been yes, but the technological 

landscape has been hurriedlyaltering 

over the previous decade. Resource of 

vast, unending data  havecongregate 

with cheaphigh-powered hard drives and 

the advanced file systems to support 

them, and now data-intensive work out 

tribulations are rising. In contrast to the 

aforementioned traditional computing 

problems, data-intensive troubles exhibit 

the following features: 

 Input data is far beyond 

gigabyte-scale: datasets are 

usually on the sort of tens, 

hundreds, or thousands of 

terabytes 

 They are I/O-bound: it takes 

longer for the mainframe to get 

facts from its stable site to the 

CPU than it takes for the CPU to 

operate on that data 

 

RELATED WORKS 

To perform complex computations and 

massive scale operations cloud 

computing is the powerful technology. 

Because it abolish the necessitate to 

preserve classy computing hardware, 

dedicated space and software. Big data 

generated through cloud computing has 

been observed. In [2] the mount of big 

data is reviewed. The definition 

character and sorting of big data beside 

with some debate on cloud computing 

are introduced. The relationship between 

hugefigures and cloud computing, big 

records storage system and Hadoop 

technology are also discussed. 

Furthermore, research confront are 

inspect, with hub on scalability, 

availability, data integrity, data 

transformation, data value, data 

heterogeneity, retreat, legal and rigid 

issues and governance. Lastly, open 

research issues that require substantial 

research efforts are also summarized. 

Despite the advances in hardware for 

hand-held mobile devices are still 

remain off bounds while they necessitate 

large addition and storage capability. 

Recent research has attempted to address 

these issues by assigning remote servers, 

such as exhaust and peer mobile plans. 

For mobile devices deployed in dynamic 

networks. However,the challenges of 

consistency and energy effectiveness 

stay largely unaddressed. To the best of 

our knowledge, we are the first to 

address these challenge in an included 

mode for both facts storage and 

processing in mobile cloud, an approach 

we call k-out-of-n computing. In our 

elucidation, mobile phone successfully 

retrieve or process data, in the most 

energy-efficient way, as long as  

secluded servers are reachable. During a 

real system implementation we prove the 

feasibility of our advance.Narrow 

simulations reveal the error tolerance 

and energy efficiency performance of 

our framework in better level networks 

[3]. 

Data analysis is anmain functionality in 

cloud computing which allows a huge 

amount of facts to be process over very 

fat cluster. Map Reduce is recognized as 

a popular way to handle data in the cloud 

surroundings due to its great scalability 

and good error tolerance. However, 

compared to parallel databases, the act 

of Map Reduce is slower when it is 

adopt to carry outcomposite data 

analysis mission that require the joining 

of several data sets in order to compute 
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assured cumulative. A common concern 

is whether Map Reduce can be improved 

to produce a system with both scalability 

and efficiency. Map-Join-Reduce, a 

structure that expand and advance Map 

Reduce runtime framework to capably 

practice difficult data analysis tasks on 

large clusters is introduced in [4]. They 

first proposed a filtering-join-

aggregation programming model, a 

natural extension of Map Reduce's 

filtering-aggregation programming 

model. Then, presented a new data 

processing approach which perform 

filtering-join-aggregation tasks in two 

successive MapReduce jobs. The first 

job applies filtering sense to all the data 

sets in similar, joins the qualified tuples, 

and pushes the join results to the 

reducers for limited aggregation. The 

second job join all partial aggregation 

results and produces the final answer. 

The advantage of their approach is 

joining multiple data sets in one go and 

thus avoid frequent check pointing and 

trundle of middle fallout, a major recital 

holdup in most of the current Map 

Reduce-based systems. 

In recent days sensors plays a vital role 

and they are becoming ubiquitous in 

collecting information and having a 

great influence in trade applications. But 

each and every applications uses 

different types of sensors depending 

upon their usage. The rate of increase in 

the amount of data produced by these 

sensors is much more remarkable as 

sensors more often than not constantly 

fabricate data.  It turn intocritical for 

these data to be store up for future 

orientation and to be examined for 

verdict precious information, such as 

fault diagnosis information. So in [5] a 

scalable and distributed architecture is 

described for sensor data collection, 

storage, and analysis. The system uses 

numerous open source equipment and 

sprint on a cluster of virtual servers. GPS 

sensors are used as data source and run 

machine-learning algorithms for data 

analysis 

 

MAP REDUCE 

Map Reduce is the focal point of 

Hadoop. It is this programming model 

that let for huge scalability across 

hundreds or thousands of servers in a 

Hadoop cluster. The phrase Map Reduce 

truly refers to two separate and distinct 

tasks that Hadoop programs achieve. 

The first is the map job, which seize a 

set of data and converts it into another 

set of data, where individual essential 

are broken down into tuples. The reduce 

job takes the output from a map as input 

and merge those data tuples into a minor 

set of tuples. As the sequence of the 

name Map Reduce implies, the diminish 

work is constantly carry out behind the 

map job. 

HADOOP - A MAP-REDUCE 

IMPLEMENTATION 

The idea underpinning map-reduce–

convey calculations of the statistics as an 

alternative of the conflicting–should 

noise like a very simple resolution to the 

I/O holdup inherent in traditional 

parallelism. Conversely, the problems 

are occurs in the data, and apply a 

structure where a single large file is 

transparently diced up and distributed 

athwart several physical computing 

factors  is not trivial. Hadoop, maybe the 

most broadly used map-reduce 

structure,carry out this feat using HDFS. 

HDFS is primary to Hadoop because it 

provides the data chunking and 

distribution across compute elements 
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necessary for map-reduce function to be 

proficient. Because we’re at present 

discussing about an tangible map-reduce 

implementation and not an conceptual , 

let’s submit to the intangible compute 

elements now as compute nodes. 

HDFS exists as a file system into which 

you can copy files to and from in a 

manner not unlike any other file system. 

Many of the typical commands for 

control files, it behave as you might 

expect in any other standard file system . 

The magical part of HDFS is what is 

going on just underneath the surface. 

Although it appears to be a file system 

that contains files like any other, in 

reality those files are spread athwart 

many substantial compute nodes. When 

you duplicate a file into HDFS as 

illustrate beyond, that file is visibly 

piece into 64 MB “chunks” and 

simulated three times for reliability. 

Each of these chunks arespread to 

various compute nodes in the Hadoop 

cluster so that a given 64 MB chunk 

subsist on three autonomous nodes. 

While actually chunked up and spread in 

triplicate, all of your dealing with the file 

on HDFS tranquil make it show as the 

similardistinct file you derivative into 

HDFS  

 

 

 

 

SYSTEM DESIGN 

As the log files are being continuously 

produced in various tiers with diverse types 

of information, the main confront is to stock 

up and handle this much of data in an well-

organized manner to fabricate wealthy 

insights into the function and clientactions. 

For example, A temperate web server will 

produce logs of size at least in TB’s for a 

month period.We cannot store up numerous 

records into a relational database system. 

RDBMS systems can be very classy and 

cheaper alternatives like MySQL cannot 

balance to the amount of data that is 

incessantly being added.A better solution is 

to store all the log files in HDFS which 

suppwhich supplies data on article of trade 

hardware, thus it will be cost effectual to 

stock up huge volumes (TBs or PBs) of log 

files in HDFS and Hadoop offersMapreduce 

framework for similar processing of these 

files.In order to solve the problem of 

existing system i.e time consumption the 

proposed mapReduce approach is 

introduced. Here the web log file data is 

taken for experiment and the entire log file 

is splitted into several blocks and each 

blocks are assigned to separate mappers. 

The mappers convert the input data into key, 

value (K,V) pairs. The key( K) is time and 
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the value (V) is the number of occurrence . 

The data given by the mapper is reduced by 

the reducer and its outcome is said to be the 

final outcome which is the number of visit 

per hour. Furthermore, this is more time 

saving process when comparing with the 

existing Traditional  approach. Since the 

data is splitted into numerous blocks and 

each blocks are processed 

simultaneously.The goal of analytics is to 

improve the business by in advancedata. 

The Map Step 

Just the once a map-reduce work is start, 

the map step 

 Start on a number of similar 

mappers athwart the compute 

nodes that hold chunks of your 

raw data 

 For each chunk, a mapper then 

“splits” the data into being lines 

of text on newline characters (\n) 

 Each split  is given to your 

mapper function 

Your mapper function is expected to turn 

every line into zero or further key-value 

pairs and then “emit” these key-value 

pairs for the subsequent reduce site 

That is, the map step is used  to 

transform your raw input data into a 

sequence of key-value pairs with the 

expectation that these parsed key-value 

pairs can be examine drastically by the 

reduce step. It’s perfectly fine for 

duplicate keys to be emitted by mappers. 

The Reduce Step 

Once all of the mappers have finished 

digesting the input data and have 

releasedeach key-value pairs and after it 

sorted according to their keys and then 

passed on to the reducers. The reducers 

are specified key-value pairs in such a 

way that all key-value pairs sharing the 

same key forever go to the similar 

reducer. The consequence is then that if 

one particular reducer has one specific 

key, it is certain to include all other key-

value pairs distribution that same key, 

and all those common keys will be in a 

continuous strip of key-value pairs that 

reducer received.Your job’s reducer 

function then does some sort of 

calculation stand on each of the values 

that allocate a general key. Forcase, the 

reducer might calculate the sum of all 

values for each key . The reducers then 

emit key-value pairs back to HDFS 

where every key is distinctive, and each 

of these distinct keysvalueare the output 

of the reducer function’s calculation. 

CONCLUSION 

This Project began by reviewing the area 

of tribulations that MapReduce, and 

speciallyHadoop, is proficient at solving 

as well as the design that provideHadoop 

its supremacy. It accessible the basics of 

building a MapReduce application and 

running it in Hadoop. It accomplished 

with a real-world MapReducefunction 

that analyzed a web server’s log file and 

computed the number of page visits per 

hour. The proposed system performs 

more accurate mining of updated and 

new growing data. This is more efficient 

and more effective solution to process 

big data. Furthermore, this process will 

be fast when comparing with the existing 

approaches. 
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