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Abstract 
A virtual grid based dynamic routes 

adjustment scheme for mobile sink 

based wireless sensor networks was 

introduced in recent times. Routing is 

defined as moving of information from source 

to destination. As in virtual gridding protocol, 

the cluster head was chose once the 

communication started due to this after the 

energy of the node is consumed the 

communication stopped thereby decreasing the 

network life time. So in this proposed work the 

cluster head is selected after energy of the 

current cluster head is utilized, in this case a 

threshold value is set. The problem of straight 

line communication is also considered, as the 

sink is kept mobile the nodes that are far away 

from the sink consume more energy and time 

for communication process as the distance 

between the sink and node is quite large so to 

resolve the problem a rechargeable node 

employed at the centre of the grid. This node is 

used for the direct straight line communication 

with the sink thus consuming the less amount of 

energy as these are rechargeable nodes. By 

using this routing concept, the energy of the 

system will be decreased that will result in 

increasing the life time and the stability of the 

network. Therefore this method of routing is 

considered to be better and more efficient than 

the traditional algorithm of routing. 

 

Keywords: Routes reconstruction,  

energy efficiency, MANET, wireless 

sensor networks.  

Introduction 

A wireless sensor network (WSN) (sometimes 

called a wireless sensor and actor network are 

spatially 

distributed autonomous sensors to monitor phy

sical or environmental conditions, such 

as temperature, sound, pressure, etc. and to 

cooperatively pass their data through the 

network to a main location. The more modern 

networks are bi-directional, also 

enabling control of sensor activity. The 

development of wireless sensor networks was 

motivated by military applications such as 

battlefield surveillance; today such networks 

are used in many industrial and consumer 

applications, such as industrial process 

monitoring and control, machine health 

monitoring, and so on. 

The WSN is built of "nodes" – from a few to 

several hundreds or even thousands, where 

each node is connected to one (or sometimes 

several) sensors. Each such sensor network 

node has typically several parts: 

a radio transceiver with an internal antenna or 

connection to an external antenna, 

a microcontroller, an electronic circuit for 

interfacing with the sensors and an energy 

source, usually a battery or an embedded form 

of energy harvesting. A sensor node might vary 

in size from that of a shoebox down to the size 

of a grain of dust, although functioning 

"motes" of genuine microscopic dimensions 

have yet to be created. The cost of sensor nodes 

is similarly variable, ranging from a few to 

hundreds of dollars, depending on the 

complexity of the individual sensor nodes. Size 
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and cost constraints on sensor nodes result in 

corresponding constraints on resources such as 

energy, memory, computational speed and 

communications bandwidth. The topology of 

the WSNs can vary from a simple star 

network to an advanced multi-hop wireless 

mesh network. The propagation technique 

between the hops of the network can 

be routing or flooding. 

Routing is the process of selecting best paths in 

a network. In the past, the term routing was 

also used to mean forwarding network traffic 

among networks. However this latter function 

is much better described as simply forwarding. 

Routing is performed for many kinds of 

networks, including the telephone 

network (circuit switching), electronic data 

networks (such as the Internet), 

and transportation networks. This article is 

concerned primarily with routing in electronic 

data networks using packet 

switching technology. 

With the advances of wireless communication 

technology, low-cost and powerful wireless 

transceivers are widely used in mobile 

applications. Mobile networks have attracted 

significant interests in recent years because of 

their improved flexibility and reduced costs. 

Compared to wired networks, mobile networks 

have unique characteristics. In mobile 

networks, node mobility may cause frequent 

network topology changes, which are rare in 

wired networks. In contrast to the stable link 

capacity of wired networks, wireless link 

capacity continually varies because of the 

impacts from transmission power, receiver 

sensitivity, noise, fading and interference. 

Additionally, wireless mobile networks have a 

high error rate, power restrictions and 

bandwidth limitations. Mobile networks can be 

classified into infrastructure networks and 

mobile ad hoc networks according to their 

dependence on fixed infrastructures. In an 

infrastructure mobile network, mobile nodes 

have wired access points (or base stations) 

within their transmission range. The access 

points compose the backbone for an 

infrastructure network. In contrast, mobile ad 

hoc networks are autonomously self-organized 

networks without infrastructure support. In a 

mobile ad hoc network, nodes move arbitrarily, 

therefore the network may experiences rapid 

and unpredictable topology changes. 

Additionally, because nodes in a mobile ad hoc 

network normally have limited transmission 

ranges, some nodes cannot communicate 

directly with each other. Hence, routing paths 

in mobile ad hoc networks potentially contain 

multiple hops, and every node in mobile ad hoc 

networks has the responsibility to act as a 

router. 

 
  The Wireless Routing Protocol (WRP) 

 

The Wireless Routing Protocol (WRP) is a 

proactive uncast routing protocol for mobile ad 

hoc networks. WRP uses improved Bellman-

Ford Distance Vector routing algorithm. To 

adapt to the dynamic features of mobile ad hoc 

networks, some mechanisms are introduced to 

ensure the reliable exchange of update 

messages and reduces route loops. 

Using WRP, each mobile node maintains a 

distance table, a routing table, a link-cost table 

and a Message Retransmission List (MRL). An 

entry in the routing table contains the distance 

to a destination node, the predecessor and the 

successor along the paths to the destination, 

and a tag to identify its state, i.e., is it a simple 

path, a loop or invalid. Storing predecessor and 

successor in the routing table helps to detect 

routing loops and avoid counting-to-infinity 

problem, which is the main shortcoming of the 

original distance vector routing algorithm. A 

mobile node creates an entry for each neighbor 

in its link-cost table. The entry contains cost of 

the link connecting to the neighbor, and the 

number of timeouts since an error-free message 

was received from that neighbor. 

 

The Destination Sequence Distance Vector 

(DSDV) routing protocol 
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The Destination Sequence Distance Vector 

(DSDV) is a proactive unicast mobile ad hoc 

network routing protocol. Like WRP, DSDV is 

also based on the traditional Bellman-Ford 

algorithm. However, their mechanisms to 

improve routing performance in mobile ad hoc 

networks are quite different. 

In routing tables of DSDV, an entry stores the 

next hop towards a destination, the cost metric 

for the routing path to the destination and a 

destination sequence number that is created by 

the destination. Sequence numbers are used in 

DSDV to distinguish stale routes from fresh 

ones and avoid formation of route loops. 

 
The Dynamic Source Routing (DSR) 

Protocol 
The Dynamic Source Routing (DSR) is a 

reactive uncast routing protocol that utilizes 

source routing algorithm. In source routing 

algorithm, each data packet contains complete 

routing information to reach its dissemination. 

Additionally, in DSR each node uses caching 

technology to maintain route information that it 

has learnt. 

There are two major phases in DSR, the route 

discovery phase and the route maintenance 

phase. When a source node wants to send a 

packet, it firstly consults its route cache. If the 

required route is available, the source node 

includes the routing information inside the data 

packet before sending it. Otherwise, the source 

node initiates a route discovery operation by 

broadcasting route request packets. A route 

request packet contains addresses of both the 

source and the destination and a unique number 

to identify the request. Receiving a route 

request packet, a node checks its route cache. If 

the node doesn’t have routing information for 

the requested destination, it appends its own 

address to the route record field of the route 

request packet. Then, the request packet is 

forwarded to its neighbors. To limit the 

communication overhead of route request 

packets, a node processes route request packets 

that both it has not seen before and its address 

is not presented in the route record field. If the 

route request packet reaches the destination or 

an intermediate node has routing information to 

the destination, a route reply packet is 

generated. When the route reply packet is 

generated by the destination, it comprises 

addresses of nodes that have been traversed by 

the route request packet. Otherwise, the route 

reply packet comprises the addresses of nodes 

the route request packet has traversed 

concatenated with the route in the intermediate 

node’s route cache. 

 
Fig. 1. Route Reply with route record in DSR 

After being created, either by the destination or 

an intermediate node, a route reply packet 

needs a route back to the source. There are 

three possibilities to get a backward route. The 

first one is that the node already has a route to 

the source. The second possibility is that the 

network has symmetric (bi-directional) links. 

The route reply packet is sent using the 

collected routing information in the route 

record field, but in a reverse order as shown in 

Figure 1. In the last case, there exists 

asymmetric (uni-directional) links and a new 

route discovery procedure is initiated to the 

source. The discovered route is piggybacked in 

the route request packet. 

In DSR, when the data link layer detects a link 

disconnection, a ROUTE_ERROR packet is 

sent backward to the source. After receiving 

the ROUTE_ERROR packet, the source node 

initiates another route discovery operation. 

Additionally, all routes containing the broken 
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link should be removed from the route caches 

of the immediate nodes when the 

ROUTE_ERROR packet is transmitted to the 

source.DSR has increased traffic overhead by 

containing complete routing information into 

each data packet, which degrades its routing 

performance. 

 

 

The Ad Hoc On-demand Distance Vector 

Routing (AODV) protocol 

The Ad Hoc On-demand Distance Vector 

Routing (AODV) protocol is a reactive unicast 

routing protocol for mobile ad hoc networks. 

As a reactive routing protocol, AODV only 

needs to maintain the routing information about 

the active paths. In AODV, routing information 

is maintained in routing tables at nodes. Every 

mobile node keeps a next-hop routing table, 

which contains the destinations to which it 

currently has a route. A routing table entry 

expires if it has not been used or reactivated for 

a pre-specified expiration time. Moreover, 

AODV adopts the destination sequence number 

technique used by DSDV in an on-demand 

way. 

In AODV, when a source node wants to send 

packets to the destination but no route is 

available, it initiates a route discovery 

operation. In the route discovery operation, the 

source broadcasts route request (RREQ) 

packets. A RREQ includes addresses of the 

source and the destination, the broadcast ID, 

which is used as its identifier, the last seen 

sequence number of the destination as well as 

the source node’s sequence number. Sequence 

numbers are important to ensure loop-free and 

up-to-date routes. To reduce the flooding 

overhead, a node discards RREQs that it has 

seen before and the expanding ring search 

algorithm is used in route discovery operation. 

The RREQ starts with a small TTL (Time-To-

Live) value. If the destination is not found, the 

TTL is increased in following RREQs. 

 

 
Fig. 2. The Route Request packets flooding in 

AODV 

 

In AODV, each node maintains a cache to keep 

track of RREQs it has received. The cache also 

stores the path back to each RREQ originator. 

When the destination or a node that has a route 

to the destination receives the RREQ, it checks 

the destination sequence numbers it currently 

knows and the one specified in the RREQ. To 

guarantee the freshness of the routing 

information, a route reply (RREP) packet is 

created and forwarded back to the source only 

if the destination sequence number is equal to 

or greater than the one specified in RREQ. 

AODV uses only symmetric links and a RREP 

follows the reverse path of the respective 

RREP. Upon receiving the RREP packet, each 

intermediate node along the route updates its 

next-hop table entries with respect to the 

destination node. The redundant RREP packets 

or RREP packets with lower destination 

sequence number will be dropped.  
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Fig. 3. The forwarding of Route Reply packet in 

AODV 

 

In AODV, a node uses hello messages to notify 

its existence to its neighbors. Therefore, the 

link status to the next hop in an active route can 

be monitored. When a node discovers a link 

disconnection, it broadcasts a route error 

(RERR) packet to its neighbors, which in turn 

propagates the RERR packet towards nodes 

whose routes may be affected by the 

disconnected link. Then, the affected source 

can re-initiate a route discovery operation if the 

route is still needed. 

 

    Related Work 

As we know that for formation of network we 

need to find the route between all the nodes 

coming in the network, for this purpose routing 

is done. Routing is defined as moving of 

information from source to destination. Along 

the way, at least one intermediate node is 

encountered. It can be referred as medium for 

sending packets from source and destination. 

Previously the routing was done on the basis of 

the minimum distance from the sink. Later the 

virtual gridding protocol was introduced. GRID 

is a two-level hierarchical reactive routing 

protocols. The main idea of GRID is that a 

geographic area is partitioned into several logic 

grids and the gateway election is held in each 

grid. A number of mobile nodes may exist in 

each grid.  In traditional approach the cluster 

head is selected only once in the start of the 

communication after that the cluster head 

remain static but due this when the cluster head 

node died the communication stopped. This 

decrease the efficiency of the network.  

Another  major problem of using this 

traditional protocol is that the node that are 

located far from the sink  choose long route for 

the communication , that results in  increase in 

the distance and the energy consumption was 

more.. So there is a need to find some solution 

for the problem for the efficient routing in the 

network. 

 Proposed Work 

Routing is defined as moving of information from 

source to destination. For efficient network the 

routing protocol that is used should consume less 

energy, and less distance. As in virtual gridding 

protocol, the cluster head was chose once the 

communication started due to this after the energy 

of the node is consumed the communication 

stopped thereby decreasing the network life time. 

So in this proposed work the cluster head is 

selected after energy of the current cluster head is 

utilized, in this case a threshold value is set , this 

threshold value set is used for the cluster head 

selection process . After the start of every round 

the energy of the cluster head is compared with the 

threshold, if the energy is less than the next node 

near to it is selected as the cluster head. In this way 

the stability of the network increases. The problem 

of straight line communication is also considered, 

as the sink is kept mobile the nodes that are far 

away from the sink consume more energy and time 

for communication process as the distance between 

the sink and node is quite large so to resolve the 

problem a rechargeable node employed at the 

centre of the grid. This node is used for the direct 

straight line communication with the sink thus 

consuming the less amount of energy as these are 

rechargeable nodes  By using this routing concept, 

the energy of the system will be decreased that will 

result in increasing the life time and the stability of 
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the network. Therefore this method of routing is 

considered to be better and more efficient than the 

traditional algorithm of routing. 

 

Result Analysis

In this section, we present the 

simulation results using MATLAB. We 

varied the total number of sensor nodes 

from 100 to 400 which are randomly 

deployed in a sensor field of 200 × 200 

dimension. A mobile sink moves 

around the sensor field 

counterclockwise and periodically 

broadcasts hello packets.  Initially all  

the sensor nodes have uniform energy 

reserve of 1 mJ. Furthermore, we 

considered nodes energy consumption 

in transmission (Tx) and receiving (Rx) 

modes only which are computed using 

Equation 1 and 2 respectively.  

 

Tx=(Eelect×K)+(Eamp×K×d2)      (1)  

                             

   Rx=Eelect×K                           (2)                                                                                       

 

In Equation 1 and 2, K  is the message 

length, Eelect  is the node’s energy 

dissipation in order to run i ts radio 

electronic circuitry and Eamp  is the 

energy dissipation by the transmitter 

amplifier to suppress the channel 

noise.  In our experiment,  we took 

Eelect  = 50 nJ, and Eamp  = 10 

nJ/bit/m2 and K  = 8*2 bits. We 

considered the nodes communication 

cost  in adjusting the data delivery 

routes only,  whereas the actual data 

delivery is beyond the scope of this  

paper. We compared our enhanced 

VGDRA scheme with VGDRA where a 

common feature among them is the use 

of a virtual infrastructure for network 

operation.  

SIMULATION RESULTS  
Network Life Time 

In this figure, When a node is dead in the 

network it’ll not be the part of the network. It 

shows that if a dead node occurs in early 

rounds of the algorithm, this may affect 

lifespan of the network or drag towards the 

early dead of all nodes. The first node dies later 

in the network. The number of dead nodes at 

round 1500 is 14 in VGDRA whereas they are 

coming to be 11 in Enhanced VGDRA. There 

is decrement in number of dead nodes making 

the network processing time longer thereby 

increasing the network lifetime of sensor 

network. Both the plots of alive nodes and dead 

nodes are vice-versa to each other. 

 

 
Network Life Time (Dead nodes) vs no. of 

rounds 

 

Alive Nodes Vs Number of Rounds 
More alive nodes contribute to the increase in 

network life time. The number of nodes alive 

in the network with the increase in number of 

rounds. we show the simulation results of 
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number of alive nodes. At round 1500, number 

of alive nodes are 1 in VGDRA whereas this 

number has increased to 4 in case of Enhanced 

VGDRA. Greater the number of alive nodes 

greater is the lifetime of network. 

 

Network Life Time with Number of Alive 

nodes 

No. of 

Rounds 

VGDRA Enhanced 

VGDRA 

0-500 15 15 

500-1000 12 15 

1000-1500 1 4 

 

 
Comparing the alive nodes vs no. of 

rounds 

 

Stability Period (First Node Dead) 

It shows the comparison of first dead 

node of our Enhanced VGDRA scheme 

with virtual  grid routing scheme and it  

can be seen from the figure that first  

dead node of old result i .e.  virtual  grid 

routing is earlier than our new results  

i.e.by using distance enhancing grid 

routing scheme which means that  by 

using our approach the nodes will  

become dead after more rounds as  

compare to virtual grid routing 

approach. It is defined as the time interval 

between start of network operation till the 

death of first sensor node. Later the first dead 

node comes, greater the stability period. 

Simulation results of first node dead are shown 

in figure 5.2.3. The first node coming to be 

dead at about 950 in VGDRA whereas it is 

becoming dead at 1300 in Enhanced VGDRA. 

The first node in Enhanced VGDRA dies after 

350 processing rounds as compared to 

VGDRA.  

 

 

 
Dead round vs First node dead 

 

Energy of Network 

Communication 
The comparison of energy of our 

Enhanced VGDRA scheme with virtual  

grid routing scheme. It is shown that  

energy consumption in Enhanced 

VGDRA scheme is very less than the 

virtual  grid routing scheme because of  

improvement in distance of network 

communication.  
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Comparing energy of network 

communication 

Conclusion 

The path of transfer of data between the source 

and the destination is termed as Routing. For 

efficient network the routing protocol that is 

used should consume less energy, and less 

distance. In this propose work the rechargeable 

nodes are introduced. Form the results obtained 

it is concluded that the thus proposed protocol 

is better and more efficient than the traditional 

routing protocol. The energy consumption of 

the nodes is decreased and the network life 

time is increased. Also the comparison between 

the proposed and the traditional algorithm is 

done that show this method is efficient than the 

traditional method. 

FUTURE SCOPE 

The results obtained by using proposed method 

are considered to be efficient and better than 

the traditional algorithm. In future this method 

of routing can be further enhanced to obtain 

more efficient results by enhancing route 

selection method. The efficient routing should 

increase the life time of network and the energy 

consumption of the network is reduced. . In 

future this technique can be further enhanced. 

The selection of the route should be done in the 

more efficient way so that the energy 

consumption of the network is reduced and the 

life time of the network is improved. 
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